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Introduction

 Now a day, people are using combinations of alphabets and numbers as their secret code to access their account. Although 
the passwords are unique, the safety cannot be guaranteed as it can easily be forgotten or stolen by identity fraud criminals. Biomet-
rics is a method to identify individuals by unique biological traits that individual possesses such as features of face, finger print and 
finger vein, iris, blood type, DNA and many more. Recognition using these biometric traits provides high security since an account 
cannot be accessed by any other individuals without the presence of the account owner. Face recognition identify individuals by 
the features of the face i.e., eyes, nose, mouth, cheekbones, jaws or skin color. Face recognition remains a challenging biometric 
problem since no technique could provide a robust solution to all situations such as variation of facial expression, pose invariant, 
illumination invariant, and occlusion among others. Biometric has a wide range application especially in surveillance, security mon-
itoring, immigration, any other applications for identification and recognition[1].
 Neural network is a robust machine learning method in pattern recognition field. Neural network has the ability to deal 
with non-linear problems of data samples. Typical neural network technique is multilayer perceptron (MLP). However, designing a 
pattern recognition system using this type of neural network ends up with massive interconnection nodes that produce a totally flat 
structure with inputs are fully connected to the subsequent layers in the architecture. In addition, the topology of the input data is 
completely ignored, yielding similar training results for all permutations of the input vector[2].
 Another variant of MLP is called Convolutional Neural Network (CNN) that is proposed by Yann Lecun in 1998 through 
LeNet-5 architecture. CNN has been applied to wide range of applications including face detection[3] and recognition[2], gender 
recognition[4], object recognition[5], etc. CNN method has been used as a face recognition technique through several existing works. 
Most of the works produce complex CNN design that incurs in additional cost and increasing the training time.
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Abstract
 The research on face recognition still continues after several decades 
since the study of this biometric trait exists. This paper discusses a method on 
developing a MATLAB-based Convolution Neural Network (CNN) face recogni-
tion system with Graphical User Interface (GUI) as the user input. The proposed 
CNN has the ability to accept new subjects by training the last two layers out of 
four layers to reduce the neural network training time. The image preprocessing 
steps were implemented in MATLAB, while the CNN algorithm was implement-
ed in C language (using GCC compiler). The main purpose of this research is to 
develop a complete system of face recognition. A Graphical User Interface (GUI) 
in MATLAB links all the steps starting from image preprocessing to face identi-
fication process. Evaluation was carried out using the images of 40 subjects from 
AT & T database and 10 subjects from JAFFE database producing 100% accuracy 
with less than 1 minute average training time when inserting 1 to 10 new subjects 
into the system.
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 There are few existing works of face recognition using 
CNN. In 2012, Cheung proposed a 6 layers of CNN[6] and used 
CAPTCHA database with 10 subjects. This CNN is more com-
plex as it has more than 5 layers. Meanwhile, Khalajzadeh et al. 
proposed a 4 layers CNN in 2013[2]. The work is done based on 
AT&T database with 40 subjects. It however, has low accuracy.
The remainder of this paper is organized as follows. Section 2 
discusses on the related theories. This is followed by the pro-
posed methodology and system development in Section 3. Ex-
perimental results and analysis are discussed in Section 4. Ulti-
mately, the final section concludes the work.

Theory
The difference between face verification, identification and 
authentication
 Verification is a process to determine whether the two 
inputs of the system belong to the same group or identity[7]. Face 
verification is the process of verifying whether two faces are of 
the same person or not. There are some challenges in this pro-
cess, such as variation of pose, hairstyle and face expression[8]. 
There are two types of face verification approach which are 
face matching and face representation[9]. The face verification 
involves two stages of classifier. When two faces are set as in-
put for verification, the classifiers are applied to each face. The 
outputs of this classifier are used as features for the second-stage 
classifier. At the second stage, the ‘same or different’ verification 
decision occurs[10].
 Identification is the process of providing a user identity, 
which normally provided in the form of user ID. A face identi-
fication is a technique to identify a person based on his physical 
characteristic and/or personal unique traits[11]. Face Authentica-
tion is the process of determining and validating user identity. 
Authentication always considered has two phases; which are 
identification and authentication. It verifies user-provided evi-
dence to ascertain claimed user identity.

Face recognition
 Face recognition method is a method of identifying an 
individual based on the biological features of that person. This 
method, however, has many challenges.

Illumination invariant: The illumination invariant that might 
due to the direction of light source, will affects the brightness of 
an image. Ambient illumination causing performance degrada-
tion in face recognition[12].
Facial expression: Facial expression is an expression of one’s 
emotions. Facial expression is to display messages and sign 
judgement. For example, anger may cause a frown that pulls 

the eyebrows closer together. A good face recognition algorithm 
must be able to recognize with variability of facial expression[13].
Pose invariant: Invariant in facial pose will cause some feature 
of an individual’s face to be occluded in the image[14]. 
Partial occlusion: Partial occlusion means presence/absence of 
structural component. The structural components are challeng-
ing factor because they have variability of size, shape and color. 
For example moustaches, beards and spectacles[14].
     There are three different approaches for existing face-recog-
nition which are holistic matching (appearance-based) approach, 
feature-based (structural) approach and hybrid approach[15]. 
These approaches are differentiated based on the method of fea-
ture extraction[14].
i. In appearance-based approach, the whole face is the input data 
to the face recognition system. There are a number of methods 
categorized under this approach, including eigenface, frequen-
cy domain, fisherface, support vector machines, independent 
component analysis (ICA), Laplacian and probabilistic decision 
based neural network method[14].
ii. In feature-based approach, the features of face; for example 
nose and eyes are segmented, and used as input data[1]. There are 
a number of methods lie under this category, including geomet-
rical feature[16], elastic bunch graph matching (EBGM)[17], and 
convolutional neural network (CNN)[18].
iii. In hybrid approach, combines both appearance-based ap-
proach and feature-based approach. In this approach, both fea-
tures of face and the whole face are taken into account as the 
input to the system. For example combining a convolutional neu-
ral network (CNN) and a logical regression classifier (LRC)[19].

Convolutional neural network method
 Convolutional Neural Network is a unique method. It 
combines segmentation, feature extraction and classification in 
one processing module. Most of CNN design is derived from 
LeNet-5. LeNet-5 consists of 7 layers that is formed by 4 feature 
extraction layers and 3 layers of MLP. Feature extraction layer 
consists of convolution and subsampling layers. Convolution 
layer removes noise and detect lines, borders or corners of an 
image. In subsampling layer, it reduces the resolution of an im-
age to prevent image distortions. CNN has built-in invariance as 
compared to typical neural network (MLP). CNN is superior in 
producing high accuracy in identification process although the 
algorithm is complex. In training the network, LeNet-5 applies 
Stochastic Diagonal Levenberg Marquadt (SDLM) learning al-
gorithm. Unlike other neural network, when other complex data-
base is applied, the system has to go through minimal redesign-
ing process[20].
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Figure 1: Example of LeNet-5 CNN architecture.
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Methodology

Fusion of convolution and subsampling layers
 In this paper, simplified version of CNN is used which 
is computationally efficient. The convolution and sub sampling 
layer are fused together as shown in Figure 2(b). Figure 2(a) 
shows the normal convolution and sub sampling approach.
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Figure 2: (a) Formation of convolution and subsampling layers without 
fusion  (b) Fusion of convolution and subsampling layers

CNN architecture and training process
 The proposed CNN architecture proposed in Figure 3 
consists of only four layers; C1, C2, C3 and F4 (output) layer. 
In C1 layer, there are 5 feature maps, 14 feature maps in C2 
layer and 60 feature maps in C3 layer. In the F4 layer, it has 40 
feature maps due to classification of 40 subjects contained in the 
ORL database. The design has a reduced size of feature maps as 
it does not require padding in the convolution process. It fused 
convolution and subsampling together, hence reduces the num-
ber of layers required. The 40 number of subjects from ORL 
database is trained using the mentioned CNN architecture. 
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Figure 3: The proposed CNN architecture for face recognition

 The result obtained after training is optimal weights 
that are interconnected at each layer. These optimal weights 
from layer C1 to C3 act like a feature extractor and is kept fixed 
when new subject(s) from JAFFE database is/are inserted into 
the system. Only the weights interconnected from layer C3 to 
output layer is randomly initialized according to the number of 
new subjects. Layer C3 becomes the new input to the two layers 
CNN. Figure 4 visualize the idea with 1 new subject inserted 
into the system. The detail information of this method can be 
referred in[20]. 

Input  

6x6
Convolution

4x32x 2 
Subsampling

Full connection

Full connection
6x66x6

Convolution

Subsampling

C1: 5@26x21 C2: 14@6x6
C3: 60@1x1

Output layer: 
41@1x1

1@56x46

Optimal weights (after training previous set of data) Initialize new 
set of weights

Generate output 
vectors at layer C3 for 

each new sample

Figure 4: The weights in between layer C3 and output layer is randomly 
initialize according to the number of subjects

Data preparation
 The face image database used in this system is ORL 
and JAFFE databases. Each of the databases has 40 and 10 sub-
jects respectively with 10 images for each subject. Those 10 im-
ages will be divided for training and test in the ratio of 8:2. The 
preprocessing step for ORL database involves image resizing to 
56×46 only while for JAFFE database, cropping and resizing 
is needed. Figure 5 and Figure 6 depict examples of AT&T and 
JAFFE database respectively. 

Figure 5: Samples from database

Figure 6: Samples from JAFFE database

e image database used in this system is ORL and JAFFE data-
bases. Each of the atabases has 40 and 10 subjects respectively 
with 10 images for each subject. Those 10 images will be divid-
ed for training and test in the ratio of 

MEX-files
 As mentioned before, the preprocessing stage is con-
ducted in MATLAB Window-based environment while the CNN 
is developed in C language using LINUX based environment. 
Initially, both parts have been developed separately. However, 
in order to create a complete system, integration of both parts 
is needed. The integration is carried out in MATLAB Win-
dow-based environment using MEX-files. MEX-files call the C 
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language based algorithms in MATLAB R2014a. MEX-files are 
dynamically linked subroutines that the MATLAB interpreter 
loads and executes. Figure 7 shows how the data flow in and out 
of MATLAB using MEX-file including what functions the gate-
way routine perform. Figure 8 shows the example of MEX-file 
and how it works.

Figure 7: C MEX Cycle

Figure 8: (a) The new_user.cpp (b) The mex_new_user.m (c) gui.m

 This tool enables the system to run continuously with-
out requiring the user to manually open each file to run all the 

steps. The generated files will be automatically saved in a folder 
and are accessible whenever the system needs them.

Experimental Results and Analysis
 The proposed system run on a 2.4GHz Intel i3 3110M 
quad core processor, 8GB RAM, with Windows 8 Pro. A general 
user interface (GUI) is developed in MATLAB for the system to 
interact with users as shown in Figure 9. The GUI consists of 4 
components. The first part is to add new users into the system. 
The second part is for the image preprocessing step. During this 
process, the images of each user will be resized to 56×46. Those 
images are then divided into the ratio of 8:2 for training and test 
samples respectively. The third part is for CNN training. In this 
step, the training will stop when new accuracy is gained. After 
the new trained weights are saved, evaluation process will take 
place. In the evaluation part, user can browse to select an image 
to be tested. Then, the user ID of the image will be displayed af-
ter the evaluation button is pressed. The user ID should be iden-
tical with the ID label attached for each subject.

Figure 9: The system GUI

 The system is tested with different number of new sub-
ject(s), to evaluate the number of epochs and the average train-
ing time. The result is shown in Table 1.

Table 1: Result obtained after inserting 1 to 10 new subjects into the 
system

Number of 
new subject(s)

Total Number 
of Subjects

Number 
of Epochs

Average time 
to train (s)

Accura-
cy (%)

1 41 2 8.795699 100
2 42 2 9.031064 100
3 43 2 9.623741 100
4 44 2 9.72347 100
5 45 4 10.64926 100
6 46 3 10.92308 100
7 47 2 48.74828 100
8 48 5 32.19402 100
9 49 4 16.75137 100
10 50 5 52.25557 100
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 From the table, it is shown that only a few epochs are 
required to train new number of subjects that is less than 6 ep-
ochs. The average training time for 41 to 46 subjects are consis-
tently increasing. However, the average training time for 47 to 
50 subjects is not as expected. In conclusion, the average train-
ing time increases as the network grow which means that the 
proposed design is suitable for less than 100 subjects.
 The proposed CNN architecture is suitable for ‘moder-
ate’ type of image challenge such as ORL and JAFFE. Moder-
ate challenge means moderate degree of variation in poses (up 
to 20 degrees), lighting (dark homogenous background), facial 
expressions and head positions. If the images of type ‘complex’ 
challenges such as AR and FERET database, bigger CNN archi-
tecture is needed as discussed in[22].
 The results showed that the system has 100% accuracy 
in recognizing the images, with number of epochs is less than 
6. However, the system has inconsistent average time to train 
when the number of new subjects added is more than 7. The 
inconsistency happened due to the complexity of the data set, as 
the number of new subject is increasing. The accuracy of 100% 
is possible since AT&T database is a moderate challenge type of 
face database. The average time to train is also longer compared 
to the C language platform as reported in[21].

Conclusion

 An offline face recognition system with GUI is devel-
oped. The MEX function is successfully used to call the C al-
gorithm into MATLAB environment. The system is developed 
based on four-layers CNN. However, only 2-layers of CNN are 
involved in retraining new incoming subjects into the system. 
This face recognition system has a faster retraining process, 
compared to retraining with 4-layers CNN. The epoch used for 
training in this system is less than 15 epochs. The accuracy of 
the system is 100% for all 50 subjects. However, MATLAB plat-
form is not suitable for this system as there was result degra-
dation where the average time to train was not consistent. For 
future work, this face recognition system could be developed in 
other platform; such as C, and could be extended as a real-time 
system. The system should have the ability to capture new imag-
es and saved into the image database. 
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